


Introduction • Mental health is a critical issue 

• Mental disorders could sometimes turn to suicidal 
ideation

• Early detection of mental disorders and suicidal ideation 
from social content 

- Natural language processing with deep learning

- Contextualized language models, e.g., BERT (Devlin et al., 
2019)

- Domain-adaptive masked language models for mental 
health



Methods and Setup: 
Pretraining

• Standard pretraining protocols of BERT and RoBERTa

• Base network architecture

• Start form the checkpoints of original BERT and RoBERTa

• Set batch size to 16 per GPU, evaluate every 1,000 steps, 
and train for 624,000 iterations. 

• Training with four GPUs takes around eight days



Methods and Setup: 
Corpus

• Reddit, an anonymous network of communities for 
discussion among people of similar interests

• Posts from mental health-related subreddits include:
§ ``r/depression’’
§ ``r/SuicideWatch’’
§ ``r/Anxiety’’
§ ``r/offmychest’’
§ ``r/bipolar’’
§ ``r/mentalillness/’’
§ ``r/mentalhealth''



Methods and Setup: 
Downstream Tasks

• binary and multi-class mental disorder classification

• mental disorder classification, e.g., stress, anxiety, 
depression

• suicidal ideation detection

• classification layers: MLP with the hyperbolic tangent 
activation function



Datasets



Results

Results of depression detection



Results

Results of classifying other mental disorders including stress, anorexia, suicidal ideation.



Conclusion

Two masked language models 
(https://huggingface.co/mental)
• Mental BERT 
• Mental RoBERTa

Comprehensive evaluation on 
downstream classification
• depression
• stress
• suicidal ideation detection

https://huggingface.co/mental

